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Rabindranath Tagore, first non-
European and the first lyricist to win

Hil Can you recommend me
some good Bengali books?

<rSure! | would recommend the
novels of Rabindranath Tagore or
the poems of Kazi Nazrul Islam.

Model: GPT-3 text-davinci-002
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<r Hi! Can you recommend me some |
Bengali books released in 20227

Model: GPT-3 text-davinci-002



<r Hi! Can you recommend me some |
Bengali books released in 20227

¢
. ,
$ {90 Sure, | can recommend a few THE GIRL WITH
fioTiof) < | | THE SILVER EYES
| 01|01} Bengali books released in 2022 —

1. "The Girl with the Silver Eyes" | X

by Sayantani DasGupta
2. "The Black Prince" by Sunil %
Gangopadhyay
NILLO DAVIS ROBERTS
Released in 2011 |

Model: GPT-3 text-davinci-002



<, Hi! Can you recommend me some |
Bengali books released in 20227

. <rSure, | can recommend a few
1} Bengali books released in 2022:

— .

1. "The Girl with the Silver Eyes" | X
by Sayantani DasGupta
2. "The Black Prince" by Sunil %
Gangopadhyay

Why should | reaad
these two books?

il JAl of these Bengali books are
| °1I°11 recent releases, so they are ®

likely to be popular and easily

available. They also cover a wide
range of genres, so you can find
something that interests you.

Model: GPT-3 text-davinci-002



<r Hil Can you recommend me some | ‘Q, - lrecently learnt reading Bengall
Bengali books released in 20227 but | am not very proficient yet.

| ‘ Do you want to modify your
55+ | | recommendations?
|'¢1iOT10 <Sure, | can recommend a few L
| 01i01} Bengali books released in 2022: ’ :
¢;°T° <Sure, | can recommend some
1 "The Girl with the Silver Eyesll x :-égﬁg} Bengali books that are easier to
2. "The Black Prince" by Sunil %
Gangopadhyay 1. "The Girl with the Silver Eyes"
L ‘ by Sayantani DasGupta ?
2. "The Black Prince" by Sunil '
Gangopadhyay
J Why should | read
these two books"”?
Pia ~ Al of these Bengali books are
Mioliof] <
| °1I°11 recent releases, so they are ®

likely to be popular and easily

available. They also cover a wide
range of genres, so you can find
something that interests you.

Model: GPT-3 text-davinci-002



<r Hil Can you recommend me some ‘Q, . Irecently learnt reading Bengall
Bengali books released in 20227 but | am not very proficient yet.

| ‘ Do you want to modify your
o ¢ | | recommendations?
|'¢1ioT10 <Sure, | can recommend a few :
| 01i01} Bengali books released in 2022: ’ :
¢i°T° <Sure, | can recommend some

1 "The Girl with the Silver Eyesll :-égﬁg} Bengali books that are easier to

2. "The Black Prince" by Sunil

Gangopadhyay 1. "The Girl with the Silver Eyes"

L ‘ by Sayantani DasGupta

. 2. "The Black Prince" by Sunil
Relevant: Gangopadhyay
J Why should | read * _
these two books? Adaptlve?

1 <7AII of these Bengali books are

recent releases, so they are Insights from social sciences
likely to be popular and easily [|\/|i||er, 201 9]
available. They also cover a wide e e
range of genres, so you can find

something that interests you.

—

'Properties of an|
|_Assistive Al

Tru S tW O ’.t h y? T ' Model: GPT-3 text-davinci-002




Hil Can you recommend me some
<
Bengali books released in 20227 R el e Va n t
i Sure, | can recommend a few o Up—to—date knowledge
fioliof] < , .
jlo1jo1 Bengali books released in 2022:

e Understanding of the world
1. "The Girl with the Silver Eyes"

by Sayantani DasGupta e Commonsense inference
2. "The Black Prince" by Sunil

Gangopadhyay

SemmmesmtEGRT

Why should | read
these two books? | Tr Uus twort hy
4 All of these Bengali books are : .
| <
‘r| 32“1,2\ recent releases, so they are ° Reasonlng d deClSlOn
likely to be popular and easily :
available. They also cover a wide * Factual g roundi ng
range of genres, so you can find : :
something that interests you. ° SOC|a| Al |g nment

<, | recently learnt reading Bengali
but | am not very proficient yet. y
Do you want to modify your Adap tl Ve

recommendations?

e Understanding user feedback

A <Sure, | can recommend some

iég Bengali books that are easier to : e :
read for beginners: e Updating prediction accordingly

po—
or
= O

1. "The Girl with the Silver Eyes" * Learning over-the-time

by Sayantani DasGupta
2. "The Black Prince" by Sunil
Gangopadhyay




Relevant

o Up-to-date knowledge
e Understanding of the world
e Commonsense inference

Trustworthy

e Reasoning a decision
e Factual grounding
e Social Alignment

Adaptive

e Understanding user feedback
e Updating prediction accordingly
e | earning over-the-time

&

rEa
AL O
Lod

Goal-oriented Dialog
Persona-grounded Dialog
Recommendation Systems

Factual Language (Generation
R e SREEmmaa e

Natural Language Explanations
Factuality in Explanations
Bias Understanading
Model debugging

_‘-w

Conversational Recommendation
Conversational Teaching
Critiquable Models
Continual & Active Learning

SetcetammetampdTT
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Relevant
Goal-oriented Dialog

e Up-to-date knowledge % Persona-grounded Dialog
e Understanding of the world - Recommenaation Systems
| Factual Language (Generation
e Commonsense inference e ———— S —
Trustworthy

Natural Language Explanations
e Reasoning a decision Factuality in Explanations
Bias Understanding
Model debugging

w

e Factual grounding

e Social Alignment

Adaptive

Conversational Recommendation

 Understanding user feedback ga—é Conversational Teaching

. . . . Critiquable Models
Updating prediction accordingly t. g Continual & Active Learning

e | earning over-the-time ———

Current Al struggles — why? "



Data

Model

Evaluation

Behind the Scenes

Relevant|

Adaptive|

12



Data A

Is temporal, biased, limited by its origin
e.g. pre- and post covid travel requlations

[Logan IV et al., 2022]

Model A

can be opague, contain spurious correlation

e.g. uses syntactic nuances instead of
contextual knowledge for an NLI task

[Gardner et al., 2021]

Evaluation A

can be done offline, may not address subjectivity

e.g. recommender systems are evaluated offline
no evaluation for new users (cold-start)

[McAuley et al., 2013]

'Relevant|

Behind the Scenes

[Trustworthy|

13



Way forward: Interactive Explainability

*Recognized by Adobe Research Fellowship 2022, Qualcomm Innovation Fellowship 2020

Data

Model

Evaluation

14



Q Way forward: Interactive Explainability

*Recognized by Adobe Research Fellowship 2022, Qualcomm Innovation Fellowship 2020

Data + Knowledge [ ol
augment with explicit/implicit knowledge i

e.g. fine-tuning or post-hoc injection
[Majumder et al., 2020; 2021; 2022]

Model + Explanations [

to produce both predictions and explanations

e.g. extractive explanations as attributions or

abstractive explanations as beliefs Q |
[Majumder et al., 2022a; 2022Db)] SEE

Felevar]

Evaluation + Interactions [

human-in-the-loop learning, user studies
e.g. measuring success in achieving conversational

goal instead of next response accuracy
[Majumder et al., 2022a; 2022D]
15



Q Way forward: Interactive Explainability

*Recognized by Adobe Research Fellowship 2022, Qualcomm Innovation Fellowship 2020

Data + Knowledge Q
augment with explicit/implicit knowledge

e.g. fine-tuning or post-hoc injection
[Majumder et al., 2020; 2021; 2022]

Interactive
Explainability

Model + Explanations [

to produce both predictions and explanations

e.g. extractive explanations as attributions or
abstractive explanations as beliefs
[Majumder et al., 2022a; 2022D]

Interactions

Evaluation + Interactions [~ ——
human-in-the-loop learning, user studies Next-generation Al '
e.g. measuring success in achieving conversational Current Al + Q Knowledge + Q Explanations + (] Interactions

goal instead of next response accuracy
[Majumder et al., 2022a; 2022D]
16



Relevant, Trustworthy, and Adaptive Al

Persona-based Commonsense
Majumder et al.
EMNLP 2020 (Oral)

Knowledge Grounded Self-rationalization
Majumder et al.
ICML 2022 (Spotlight)

Estimating Missing Knowledge
Majumder et al.
NAACL 2021 (Oral)

Post-hoc Knowledge Injection
Majumder et al.
ACL 2021, ACL 2022 (Oral)

Controlling Bias Exposure via Rationales
He, Yu, McAuley, Majumder
EMNLP 2022

Conversational Recommendation
Li, Majumder et al.
RecSys 2022 (Highlights)

Personalized Knowledge Grounding
Majumder et al.
EMNLP 2019

Faithfulness in Language Explanations
Xie, McAuley, Majumder
Preprint 2022

Interactive Fair Debiasing
Majumder et al.
InterNLP 2022 (Oral)

Commonsense Grounding in Stories
Mao, Majumder et al.
EMNLP 2019

Factual Explanation Generation
Xie, Singh, McAuley, Majumder
AAAI 2023

Bernard: Human-centric NLP
Majumder et al.
Alexa Proc. 2021

Next-generation Al
Current Al + Q Knowledge + (; Explanations + Q Interactions

Select
publications

17



Relevant, Trustworthy, and Adaptive Al

Chapter Il.

Chapter |. — plnalns —

Knowledge , Role of Know/edge Chapter lILl.
| | S | Grounding in Interactions
| P t—h K ld | | '

Prologue OSt-Nnoc Anowieage Generating

Injection to Make

‘ Explanations |
| Models Relevant N

" Improving -

Majumder et al. Performance with

“Majumder etal. ICML 2022 Natural Language Epilogue
ACL 2022 (12 mins)
(12 mins) ed
Majumder et aI
EMNLP & InterNLP 2022
(12 mins)

Hiuen Tsang’s
journey to the west

Next-generation Al
Current Al + Q Knowledge + Q Explanations + Q Interactions 18




Relevant

Chapter |.
Knowledge

Post-hoc Knowledge
Injection to Make
Models Relevant

"Majumderetal.
ACL 2022

Next-generation Al

Current Al + (| Knowledge

19



Knowledge-seeking Dialog

a8 ™\

| Find me something fun to do around | Dialog

San Diego area in daytime! Context
\_ J

You canh go to
_La Jolla Shores.

\
- You can go to
& Balboa Park. y

Model trained in 2019

2020 2021
53 A 20

WORK IN
CoVID19 PROGRESS



Knowledge-seeking Dialog

a8 ™\

| Find me something fun to do around | Dialog
San Diego area in daytime! Context

Retrieved Knowledge yelp s

You should go to La Jolla Shores. —
It's so fun laying out with friends. \‘ You can go to
_La Jolla Shores.

\
You can go to
W { Balboa Park. y

Model trained in 2019

2020 2021
53 A 2

WORK IN
coviD19 PROGRESS



No access to relevant knowledge at initial training time

Knowledge Injection Impact
Another (or more) round(s) Resource inefficient,
of fine-tuning Higher carbon footprint &
Post-hoc, Resource efficient,
no additional training greener &

j) Achieving Conversational Goals with Unsupervised Post-hoc Knowledge Injection
ACL 2022 Bodhisattwa Prasad Majumder, Harsh Jhamtani, Taylor Berg-Kirkpatrick, Julian McAuley

22ND — 27TH MAY | 60TH MEETING | DUBLIN




Method

Post-hoc Knowledge Injection in Generated Dialog

POKI

Initial Response N knowledge snippets Relevance-Redundancy tradeoff to Candidate* Final ~ oreach snppets
x4 select B out of N snippets Response xlf — ~
? Knowledge
t ——— ¥ | Fidelity for k;
: Dialo
Dialog L Model 9% <« (tEntaiIment
Model .Z e ! | withZ
forward pass
ye l p ﬁ for LM fluency b.aﬁkward Pass
1J T with constraints
Dialog Hlstory N —
W Knowledge Sources % < N —» | Dialog History #
Post- _ » < >
hoc

Knowledge Acquisition Knowledge Injection

23



Post-hoc Knowledge Retrieval

Query non-parametric KB

g N Using cosine similarity on tf-idf YE| p.k
Find me something fun to do .
in San Diego in the daytime! representations

\ _

You should go to La Jolla Shores in San
Diego in daytime. It has great size

beaches, kayak rentals/tours, caves to
explore, warm and semi clear water!

24



Post-hoc Knowledge Retrieval

non-parametric KB

Query

r N Using cosine similarity on tf-idf ye| p.:g
Find me something fun to do .
in San Diego in the daytime! representations

\ ~ You should go to La Jolla Shores in San
Diego in daytime. It has great size

beaches, kayak rentals/tours, caves to
explore, warm and semi clear water!

parametric KB

Prompting an LM with keywords from

Find me something fun to do dialog history and initial response: P13

in San Diego in the daytime!

/  Find me something fun to do in San Diego in the daytime are

visiting Balboa Park or taking a walk along the waterfront.
25




Unsupervised Knowledge Selection

You should go to La Jolla Shores in
San Diego in daytime. It has great
size beaches, ...

San Diego has great beaches with
awesome VIewsS.

In San Diego beaches, you can just
enjoy wetting your feet, taking a
swim, or ...

Maritime Museum of San Diego is a
great place to spend a day. It has
mighty ships and great tours..

Relevance: PMI (knowledge i, history)

*PMI probabilities are calculated using an LM (e.g. GPT2)

26



Unsupervised Knowledge Selection

You should go to La Jolla Shores in
San Diego in daytime. It has great
size beaches, ...

San Diego has great beaches with
awesome VIewsS.

In San Diego beaches, you can just
enjoy wetting your feet, taking a
swim, or ...

Maritime Museum of San Diego is a
great place to spend a day. It has
mighty ships and great tours..

Relevance: PMI (knowledge i, history)

Redundancy: PMI (knowledge i, knowledge /)

*PMI probabilities are calculated using an LM (e.g. GPT2)

[Padmakumar and He, 2021]
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Unsupervised Knowledge Selection

You should go to La Jolla Shores in
San Diego in daytime. It has great
size beaches, ...

San Diego has great beaches with
awesome VIewsS.

In San Diego beaches, you can just
enjoy wetting your feet, taking a
swim, or ...

Maritime Museum of San Diego is a
great place to spend a day. It has
mighty ships and great tours..

Relevance: PMI (knowledge i, history)

Redundancy: PMI (knowledge i, knowledge /)

*PMI probabilities are calculated using an LM (e.g. GPT2)

[Padmakumar and He, 2021]

Determinantal Poison Process (DPP):

sampling the most relevant and the most diverse subset
[Kulesza and Taskar, 2011]
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Unsupervised Knowledge Selection

You should go to La Jolla Shores in
San Diego in daytime. It has great
size beaches, ...

Maritime Museum of San Diego is a
great place to spend a day. It has
mighty ships and great tours..

Relevance: PMI (knowledge i, history)

Redundancy: PMI (knowledge i, knowledge /)

*PMI probabilities are calculated using an LM (e.g. GPT2)

[Padmakumar and He, 2021]

Determinantal Poison Process (DPP):

sampling the most relevant and the most diverse subset
[Kulesza and Taskar, 2011]

Greedy trade-off:
Select most relevant knowledge snippet

— Select the next knowledge snippet that
maximizes the diversity

29



Post-hoc Knowledge Injection in Generated Dialog

POKI

" candidate* Einal “for each snippet k;
Response xlf — ~
? Knowledge

— g Fidelity for £;
° k J
Dialog — :
Model Z | <€ Entgllment
5 with Z

y
forward pass

backward pass
for LM Quency with constraints
Dialog History #
Post- ) ’
hoc

Knowledge Injection

Collected B relevant and diverse knowledge snippets

—— AR



— 1

?

(‘Dialog
- Model ./

forward pass
for LM fluency

?

Dialog History #

Constrained
Decoding

Post-hoc Knowledge Injection

Forward pass for dialog model fluency

{You can go to Balboa Park.]

31



Post-hoc Knowledge Injection

"for each snippet k Forward pass for dialog model fluency
ot
_ = ~ : Backward pass to ensure
? Knowledge
— LFidelity for kl-J

Dialog

1. modified response is as close to as the
> Model ./

knowledge snippet — fidelity

forward pass

for LM leuency with constraints

backward pass

Dialog History #

Constrained
Decoding

You should go to La Jolla Shores in San
Diego in daytime. It has great size

{YOU can go to Balboa Park.] -+ beaches, kayak rentals/tours, caves to
explore, warm and semi clear water!

32




Post-hoc Knowledge Injection

*for each snippet k;

Forward pass for dialog model fluency

ot
— 1) o @ : Backward pass to ensure
? Knowledge
— LFidelity for kl-J
(‘D'abg o 1. modified response is as close to as the
- Model ./ ntaiiment . . .
p— with #Z knowledge snippet — fidelity
orward pass o ] . . .
for LM leuency Daclkware Pass 2. modified response still entails with dialog
Sialog History % history — entailment
Constrained
Decod"ng You should go to La Jolla Shores in San

Diego in daytime. It has great size
{You can go to Balboa Park.] == I Y 9

beaches, kayak rentals/tours, caves to
explore, warm and semi clear water!




Post-hoc Knowledge Injection

Candidate* Final

f *for each sni - I
Respogsexi for each snippet k Forward pass for dialog model fluency
Vot ]
_ = ~ : Backward pass to ensure
? Knowledge
— LFidelity for kl-J
(‘D'abg o 1. modified response is as close to as the
. Model ./ ntaiiment - . 1ol
— with % knowledge snippet — fidelity
orward pass .o . . . .
for LM f?Iuency Dackuware Pass 2. modified response still entails with dialog

ialog History % history — entailment

[Dathathri et al., 2020; Qin et al., 2020]
Constrained After few iterations

Decoding

You should go to La Jolla
Shores. It has great
beaches ...

\ 34

select one via ranking




MultiWOZ - Goal-oriented Dialog

- User Study for Effectiveness

Does post-hoc knowledge-injection promote conversational success?
Goal: Reach final goal (e.g. booking a restaurant) as soon as possible

35



MultiWOZ - Goal-oriented Dialog

T St —

User Study for Effectiveness

Does post-hoc knowledge-injection promote conversational success?
Goal: Reach final goal (e.g. booking a restaurant) as soon as possible

: Find me some inexpensive

restaurants that serve English food
around the Center of Cambridge?

baseline

SR IR T

Most English restaurants in the %

3

o
Center of Cambridge are expensive.
___ours (POKI)

e¥: There are very few options for |
inexpensive English restaurants in the |
'Center. However, Indian chains in the |
'center area are affordable. Many people | Ye|p@4v
'who like English food also enjoy Indian |

'food.

P Sl : ol BT et S ST Ak e e




MultiWOZ - Goal-oriented Dialog

- User Study for Effectiveness

Does post-hoc knowledge-injection promote conversational success?
Goal: Reach final goal (e.g. booking a restaurant) as soon as possible

| | Baseline MultiwOZ

% achieved goal L1 pok

% felt knowledge
was useful for
success

% will use the
system again




Results
MultiWOZ - Goal-oriented Dialog

- User Study for Effectiveness

Does post-hoc knowledge-injection promote conversational success?
Goal: Reach final goal (e.g. booking a restaurant) as soon as possible

I Baseline B POk
|| Baseline MultiwoZ 8
% achieved goal L1 pok »
C 6
=
w 4
O
.
O
- ) % felt knowledge Additional knowledge
% will use the . . .
. was useful for improves user efficiency
system again
success

38



Injecting Other Types of Knowledge

Post-hoc Knowledge Injection
Majumder et al.
ACL 2021

Persona
| have two children and a dog
| like outdoor activities with my kids

| went camping last
Gveekend with my famil} 4 ) Background Story
A howl pierced the black

| night. The kids huddled closer
@ Oh great! HQW e to the campfire. Everyone was
[\ your experience’? terrified, even the camp
counselor. The howl came

again, right on top of them!

It was scary. A howl pierced the
night. The kids huddled closer to the
campfire. We were terrified.

00

Narratives, post-hoc

39



Injecting Other Types of Knowledge

Post-hoc Knowledge

ACL 2021

Majumder et al.

Injection

Gradient-based

Persona
| have two children and a dog
| like outdoor activities with my kids

decoding Iis expensive
[Madotto et al., 2020]

| went camping last
weekend with my family ) “JI1[°
@ Oh great! How was
' your experience?

night. The kids huddled closer
to the campfire. Everyone was

Background Story

A howl pierced the black

terrified, even the camp
counselor. The howl came
again, right on top of them!

It was scary. A howl pierced the
night. The kids huddled closer to the
campfire. We were terrified.

00

Narratives, post-hoc

Persona-based Commonsense
Majumder et al.
EMNLP 2020

-------------------------
-----------------------------------------

S i Persona: :
. I've short hair. [ Hil What's up?> :
i | have a pet dog. : :
| like to go hiking.  ; <[ Hil | just came back

E‘ ........................... s Hb from hiking.
. Expansions: Wow. Tell me more|
: about it. ;

(k=1;1 = xAttr; | | ;
Cl = outdoorsy .y "
C E E poz=k|H,C)

x exp(f(H,Ci. 1))
k = 30; I39 = xWant;
| G50 = to enjoy nature |

-------------------------------

]
|
I
I
I

’
’

s .
g .
N

Inference | g, (z|x,H,C)
Network .

1

| hike because | love to X
enjoy nature.

Commonsense Inference Graphs, training-time



Summary: Knowledge Acquisition + Injection

* On the fly knowledge acquisition

o | e Textual knowledge
apter . e Narratives
Knowledge
e e Structured commonsense
| e Ante- and post-hoc methods

, Post-hoc Kno
Injection to Make
Models Relevant

* Promotes success in achieving

ACL 2022 conversational goals

* Bridges the knowledge gap in existing
dialog/language models



Impact: Dialog at Scale (~M)

AY

Hello
Bernard

Up-to-date, Knowledge-aware

User rating

Dialog duration

4.0 —— Daily Average Rating
—— Last 7-day Average Rating
3.5 R
3.0
2.0 \ N M
1.5 ’
1.0 A
o ok 2o A Q© 10 AN Q© 10
o> oM x‘)’ﬂl 0 qp,dl 0,011 16,03 ,LQ,QD‘ ,_LQ,QD"L
70 70 70 70 70 70 70 70 70
—— Median duration
10— 90th Percentile duration
8
6 N
4
2
ok g 2% =1 Q© 10 A Q© 10
R LS o 10,01 ,Lg,o’l 10,0’5 10,0“ 10,05*
70 70 70 70 70 70 70 70 70

+ 65%

+ 180%

42



Relevant

Chapter |.
Knowledge

Post-hoc Knowledge
Injection to Make
Models Relevant

"Majumderetal.
ACL 2022

Next-generation Al

Current Al + (| Knowledge

45



Trustworthy

Chapter Il.
Explanations
'Role of Knowledge |
Grounding in '

Generating
Explanations

‘Majumder etal.
ICML 2022

Current Al

Next-generation Al
+ Q Explanations

46



Natural Language Explanations (NLEs)

4 )

feel about A: He’s concerned He is in shock thinking
Lpexsons] i 290U ' something bad is about

wh.at[pérsonll is and a little upset to happen.
telling him? \_ ),

Q: how does

47



Natural Language Explanations (NLEs)

Q: how does ( He is in shock thinking )
[person2] feel about A: He’s concerned : :
what[personl] is and a little upset somett[\cl)nr?alza;c;:]s about
telling him? L y

* NLE should be plausible and consistent to the input

[Marasovic’ et al., 2021]

* NLE should be accurate and faithful to explain the prediction

[Wiegreffe et al., 2021]

* NLE should be grounded into world knowledge

[Camburu et al., 2020]

48



Walkthrough Example

A neural predictive model is employed to solve task.

For example: Natural Language Inference (NLI)

premise

(

_

Two men are competing in a
bicycle race

~

_J

hypothesis

C People are riding bikes ]

label

entailment

Instance from SNLI dataset

49



Natural Language Explanations

An NLE is a textual abstraction of the model explanation.

[Camburu et al., 2018]

premise

(

_

Two men are competing in a
bicycle race

~

_J

hypothesis

C People are riding bikes ]

label
entailment

~

\—

Competing in a
bicycle race
requires people
riding bikes

~

J

50



Background Knowledge

A model believes in a set of background knowledge given input.

premise
" R
Two men are competing in a
bicycle race
\_ _J
hypothesis

C People are riding bikes ]

- race requires riding bikes

- men are people

- bicycle race needs helmet

- bicycle race requires bikes

./

label . ~
entaillment Competing in a
bicycle race
requires people
riding bikes

\_ Y,

51



Background Knowledge

A model believes in a set of background knowledge given input.

Where do we
get this
knowledge?

premise

(

_

Two men are competing in a

bicycle race

~

_J

hypothesis

C People are riding bikes ]

- race requires riding bikes

- men are people

- bicycle race needs helmet

- bicycle race requires bikes

-/

label . ~
entaillment Competing in a
bicycle race
requires people
riding bikes

\— J

52



From the
predictive parts
of the input

premise
" .
Two men are competing in a
bicycle race
\_ _J
hypothesis

C People are riding bikes ]

bicycle race
riding bikes

men People

label

entailment

- bicycle race requires bikes

- race requires riding bikes
- bicycle race needs helmet

- men are people

-/

~ 2
Competing in a

bicycle race
requires people
riding bikes

\— J

53



Rationale-induced Knowledge

A rationale is a sufficient and minimal part™ of the input that is
a significant indicator of a model’s prediction.

[Lei et al., 2016; Bastings et al., 2019]

premise
Q d N
g Two men are competing in a
From the . bicycle race y
predictive parts hypothesis

of the input

C People are riding bikes ]

*tokens for language or super-pixels for images

bicycle race
riding bikes

men People

label

entailment

- bicycle race requires bikes

- race requires riding bikes

- men are people

- bicycle race needs helmet

-/

~ 2
Competing in a

bicycle race
requires people
riding bikes

\— J
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Self-rationalization + Knowledge Grounding

Jointly producing prediction + explanation

Knowledge Joint
Grounding prediction + explanation

[Camburu et al., 2018]

N\
oN
c )
Y
(]

=
<>

<>
~

[Kumar et al., 2018]

N\ :
oN

IS the first to connect
Rationales and
Explanations with

[Marasovic” et al., 2018]

¢
% <

PN
[Narang et al., 2020] Ug—i Knowledge
REXC o R (Commonsense). in an
end-to-end fashion
o
- Ic M L Knowledge-Grounded Self-Rationalization via Extractive and Natural Language Explanations
infernational Conference Bodhisattwa Prasad Majumder, Oana-Maria Camburu, Thomas Lukasiewicz, Julian McAuley

On Machine Learning

——————




Rationale

P: Two men are competing
in a bicycle race

H: People are riding bikes

p

Input Selectors Zir‘
v 4
o'
Neural =
Rationale Q
Extractor 'g
R T
(i) Rationale
Extraction

Rationales are responsible for relevant knowledge retrieval
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Rationale + Knowledge

- bicycle race requires bikes
- race requires riding bikes
- bicycle race needs helmet

P: Two men are competing
in a bicycle race

p

H: People are riding bikes - men are people
Input  Selectors Zir Snippets $;
v 4 N\ 4
< Extractive
RNte'urall g Rationales Knowledge
S A select Module
Extractor | © :
= embk(mputi) %
R as by z7 —p
() Rationale ‘ (i) Knowledge
Extraction Grounding

Rationales are responsible for relevant knowledge retrieval
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Rationale + Knowledge

Q (Latent set-of-thoughts)

: : : Sl : :
- bicycle race requires bikes | - bicycle race requires b1kes1

- race requires riding bikes
- bicycle race needs helmet

P: Two men are competing
in a bicycle race

H: People are riding bikes - men are people | - men are people )
4 r : k
Input  Selectors Z; Snippets §; Selectors 2,
v A N\ "
< Extractive < select
RNte-uraII g Rationales Knowledge .5 g Sl "
goones | select Module o P N by z.
Extractor | — : E= o
= emb,(input ) K = Selected
R E by Z” > T Knowledge
: Snippets
() Rationale (i) Knowledge (iii) Knowledge
Extraction Grounding Selection

Rationales are responsible for relevant knowledge retrieval
Knowledge (latent) selection acts as a soft bottleneck



Rationale + Knowledge + NLE

Q (Latent set-of-thoughts)

p

_ : - bicycle race requires bikes B bicycle race requires bikes1 . .
E‘ Two.men are competing - race requires riding bikes Competing in a
in a bicycle race - bicycle race needs helmet bicycle race requires
H: People are riding bikes - men are people - men are people ] men riding bikes
r : k
Input  Selectors 7 \ Snippets §; \jelectors < \ '“Put\‘ NLE
< Extractive < select
Neural = Rationales s S; Natural
Rationale Q Kr:\zvﬁe:ige 3 > Q byl k Language
select odule = Z; —> i
Extractor | © : = o ’ Explainer
= emb,(input ) K = Selected €
R T by z” > T Knowledge
l -
Snippets
() Rationale (i) Knowledge (iii) Knowledge (iv) NLE
Extraction Grounding Selection Generation

Rationales are responsible for relevant knowledge retrieval
Knowledge (latent) selection acts as a soft bottleneck
REXC is a self-rationalizing model that produces NLE
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P:. Two men a

Rationale + Knowledge + NLE = RExC

- bicycle race requires bikes

Q (Latent set-of-thoughts)

- bicycle race requires bikes1

in a bicycle
H: People ar

re competing
race

e riding bikes

- race requires riding bikes
- bicycle race needs helmet
- men are people

G

- men are people

Competing in a
bicycle race requires
men riding bikes

entailment

e )
Input  Selectors zir Snippets §; Selectors Zik Input NLE Input Output
v 4 L " T SR 4 a 4
final
< Extractive < select hidd
Neural = Rationales K led = S; ekl ;tateen :
Rationale Q | rI‘V(Im:iel g¢ §_> Q byl L _p Language e Predictor
Extractor | = i e £ | B X it s P
= emb,(input ) K = Selected €
R T by Zir P T Knowledge
Snippets
71 Y
() Rationale (i) Knowledge (iii) Knowledge (iv) NLE (v) Task
Extraction Grounding Selection Generation Prediction

Rationales are responsible for relevant knowledge retrieval
Knowledge (latent) selection acts as a soft bottleneck
REXC is a self-rationalizing model that produces NLE and task output
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Rationale + Knowledge + NLE = RExC

P: Two men are competing
in a bicycle race

H: People are riding bikes

Q (Latent set-of-thoughts)

- bicycle race requires bikes W

- race requires riding bikes
- bicycle race needs helmet
- men are people

- bicycle race requires bikes . .
Competing in a

bicycle race requires
men riding bikes

entailment

- men are people

— J

r )
Input  Selectors zir Snippets §; Selectors Zk Input NLE Input Output
v 4 L " T SR 4 a 4
final
< Extractive S select hidd
Neural = Rationales = S; ekl ;tateen :
Rationale | .Z Knowledge |+ o 2 oy o Language Predictor
Q. : -
o = SG'?Ct Module = = Zl —> Exp|a|ner —> @
= emb,(input ) K = Selected €
R ac by Zir s T Knowledge
Snippets
1 Y
() Rationale (i) Knowledge (iii) Knowledge (iv) NLE (v) Task
Extraction Grounding Selection Generation Prediction
Loss from Loss from

gold N}Es gold Ia_l?els
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Natural Language Tasks

Vision Language Tasks

Natural Language and Visual-Language Tasks

»

4

»

Natural Language Inference

Commonsense Validation

Commonsense QA

Visual Entailment

Visual Commonsense
Reasoning

label
entailment

in a bicycle race

premise fl’wo men are competingJ

hypothesis ( People are riding bikes]

A: Coffee stimulates people
B: Coffee depresses people

LQ: Where does a wild bird usually Iive?j

A: a) cage, b) sky, c) countryside, d)
desert, e) windowsill

Hypothesis:
Some tennis
players pose

EXp

label
B is invalid

label
sky

label
entailment

label
They are in a
hospital room
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e-ViL

100

90

80

70

60

Human Evaluation of NLEs

Prev. SOTA . REXC
I I I I 80.9
e-SNLI ComVE COSe e-SNLI-VE CR

REXC outperforms all SOTA, being highly rated by human users

Rationale and Selected Knowledge individually contribute to performance

Results
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Zero-shot RExC

. REXC-7S No Loss
X (- |
Input Selectors Zir Snippets §; Selectors Zlk Input Output
v 4 4 a4 . S Y.
f e ) GO — - =)
= Extractive < select hif:jr:la;n
RNte'uraII z Rationales | Knowledge |« z Si state | predictor
SeaES | M select Module o P N by £ —» —>
Extractor | = . £ | ’ P
P = emb,(input ) K = Selected
an, by 7  —ty a5 Knowledge #
i L__J : k u Snippets / . . .

What if we don’t have gold NLE during training?
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e-ViL

100

90

30

70

60

Results

Zero-shot RExC

Human evaluation

" Prev. SOTA B RExC-ZS B REXC
e-SNLI ComVE CQOSe e-SNLI-VE

Q REXC-ZS is at par or even better than a supervised SOTA model
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REXC Closing Performance-Explainability Gap

[Dalvi et al., 2022; Camburu et al., 2018; Narang et al., 2020]

Task SOTA Prev. SOTA with Explanations B RExC
100 97 961

931 921 \

Cost of explainability

83.7 /
81 81.6

795 795 \

69.8

/

Task Accuracy
oo
O

~J
@

o
@

e-SNLI ComVE COSe e-SNLI-VE VCR

Explainability comes at a cost, predictability drops
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Results

REXC Closing Performance-Explainability Gap

[Dalvi et al., 2022; Camburu et al., 2018; Narang et al., 2020]

Task SOTA Prev. SOTA with Explanations B RExC
100 97 96.1 97.2
93.1 92 1 92.9 c f | o
t | it

_ 90 ost of explainability
& 83.7 83.6 -
;(33 30 \:1 795 795 pame ' 79.5
®
©

@)
o

e-SNLI ComVE COSe e-SNLI-VE VCR

S  redictability-g
REXC is task SOTA among models with explanations,
often outperforms all-time SOTA (mostly black-box)
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Results

Summary: Explanations + Knowledge Grounding

Rationale:

RExC

OO XL

1R % e
oy ofte e
XY XK XX XX

Hilpersonll 1

A \\\
H\/ ,
3

\ :"v‘ '
ilm._/

Selected
Knowledge:

A: They are in a
hospital room

NLE: There are
hospital beds and
nurses in the room

Hospital room has
nospital beds
Hospital has nurses
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Summary: Explanations + Knowledge Grounding

REXC

Q: Where are [person2] and [person3]?

Rationale:

D :
HN
""o 0'"01 M
,*-‘A

‘ il &% |
lh : \\
\‘ llN /

0

Chapter II.
Explanatlons
Role of Knowledge '
A: They are in a Grounding in *
hospital room Generating

Explanations

ajmder't —
hospital beds and ICML 2022

nurses in the room

NLE: There are

Selected

\

Knowledge:

-

Hospital room has

nospital beds
P Attributing explanations

() Knowledge reduces ambiguity

Hospital has nurses +?¢
y

+ Emergent properties

69



Factual Explanation Generation
Xie, Singh, McAuley, Majumder

AAAIl 2023
PETER 29
PEPLER 17.9
Optimus 25.1
SUM 49
PRAG (ours) 88.8

Evidence Entailment on Movies Dataset
(indicates factuality)

Question (based on positive rating):
What was great?

: Reviews retrieved based on Q: 5
> The city views from the beautiful rooftop pool :

5 were incredible 5

:» What probably makes this hotel really stand

out is the rooftop pool...

) The pool is just fabulous

: Generated Explanation: :
Rooftop pool- you get an amazing view of the city
with unspoiled views '

Q Factuality

Emergent Properties
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Factual Explanation Generation
Xie, Singh, McAuley, Majumder

AAAIl 2023
PETER 29
PEPLER 17.9
Optimus 25.1
SUM 49
PRAG (ours) 88.8

Evidence Entailment on Movies Dataset
(indicates factuality)

Question (based on positive rating):
What was great?

: Reviews retrieved based on Q:
> The city views from the beautiful rooftop pool :

5 were incredible 5

:» What probably makes this hotel really stand

out is the rooftop pool...

) The pool is just fabulous

: Generated Explanation: 5
Rooftop pool- you get an amazing view of the city
with unspoiled views '

Q Factuality

Emergent Properties

Attacks and Robustness in NLEs
Jang, Majumder et al.
Preprint 2022

PREMISE: Two people using a water buffalo to cultivate a watery field.

HYPOTHESIS: Two people are outside with animals.
PREDICTED LABEL: Entailment
EXPLANATION: A water buffalo 1s an animal.

HYPOTHESIS: Two people are using a plant.
PREDICTED LABEL: Entailment
EXPLANATION: A water buffalo is a plant.

NoKnow B Know
3.1
NILE
-2-4
12.9
WT5
1.5
12.7
REXC
1.5

Attack Success Rate

(J Robustness

7



Emergent Properties

Factual Explanation Generation Attacks and Robustness in NLEs Faithfulness in Language Explanations
Xie, Singh, McAuley, Majumder Jang, Majumder et al. Xie, McAuley, Majumder
AAAI 2023 Preprint 2022 Preprint 2022
FEIER = PREMISE: Two people using a water buffalo to cultivate a watery field. WT5 RExC
PEFLER 179 HYPOTHESIS: Two people are outside with animals. x 3
Optimus 56,4 PREDICTED LABEL: Entailment ﬁé _ ﬁé
EXPLANATION: A water buffalo is an animal. faithtul
SUM 49
) . [Wiegreffe et al., 2021] [Majumder et al., 2022]
PRAG (ours) 88.8 HYPOTHESIS: Two people are using a plant.
Evidence Entailment on Movies Dataset PREDICTED LABEL: Entalllﬂent : ............ UserID6348 .............. SOTA
' » i — | PETER
N e e O e Ratmg 5,
: Question (based on positive rating): : e
What was grea,t? NoKnow . Know e . .
5 31 The hotel is directly opposite st v
: Reviews retrieved based on Q: NILE ' Budapest's famous chain bridge
:» The city views from the beautiful rooftop pool : -2.4 & ‘
S were incredible The hotel is directly opposite ppl: 31.4
'» What probably makes this hotel really stand WTS 12.9 D
,;Et o tl'ie Pc.)Oftofpt?::IOL" 1.5 | Thehotel is located inmy | PPl: 38.7
: Generated Explanation: REXC 12.7
Roofto 0ol- you get an amazing view of the city : 11.5 L .
i 3x;m;hgu.nspoﬂecjl Vle%vs yé | Knowledge-grounding improves this

Attack Success Rate

@ Factuality ] Robustness @ Faithfulness 7


https://sarahwie.github.io/

Impact: NLEs for Expert Tasks

NLEs for
Chest X-ray pathologies

[Kayser et al., 2022]

NLEs for
Figurative NLI

[Chakrabarty et al., 2022]

LABELS: Edema (Positive) ..
Clinical

Natural Language Explanations for Edema: Evaluation:
Ground-Truth: /Indistinct appearance of the pulmonary vasculature is compatible 2

with pulmonary edema.

RATCHET: Findings suggesting mild pulmonary edema. 1
-: Pulmonary edema and extensive bibasilar opacification appear slightly worse. 3
TieNet: Diffuse bilateral pulmonary opacities, likely edema. 5

Type Premise (literal) Hypothesis (figurative®) Label Explanation

He mentally assimilated the o -
. , To absorb something is to take it in and

It<r_1t;>wledge or beliefs of his E make it part of yourself.

Metaphor b He absorbed the knowledge or beliefs
He utterly decimated his of his tribe. Absorbed typically means to take in or take
tribe's most deeply held C  up something, while "utterly decimated"
beliefs. means to destroy completely.
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Trustworthy

Chapter Il.
Explanations
'Role of Knowledge |
Grounding in '

Generating
Explanations

‘Majumder etal.
ICML 2022

Current Al

Next-generation Al
+ Q Explanations
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Adaptive Al

Cha

pter lll.

Interactions

| Improving Debiasing |
Performance with |

Natural Language

Feedback

Majumder et al.

EMNLP

& InterNLP 2022

Current Al

Next-generation Al

+ Q In

teractions
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Subjectivity (not) in Al

We Teach A.I. Systems Everything,
Including Our Biases

Researchers say computer systems are learning from lots and lots
of digitized books and news articles that could bake old attitudes

into new technology.

+ subjectivity
+ Iindividual preferences
+ culture

MIT SLOAN EXPERTS | ARTIFICIAL INTELLIGENCE

'Human-Centered Al': How can

in machines and people?

@@ by MIT Sloan Office of Media Relations Nov 19, 2020

the technology industry fight bias

By Kiel Mutschelknaus

o, Mo, Mo, MiS, AIS, AIS, AIS, HIS, Hijm |
N | HIS, HER, HIS, HIS, HIS, HER, HIS, I-% P I
- W “HIS HIS HIS HIS HIS, HIS, HIS f—, N
C| = & SIS, HIS, HIS, HIS, AIS, HIS, IS, [0 T |3
T Dns, AER, AIS, ATS, HATS, HER, AISY" TlL |7= (U
nl o T T TR S S e B T 7 (O
U) - N “II_%E ’ ’ —__m\. b -
e Y71 N N o S —m@p“
Cl T T E%Q%@Q ’(:/ELIIIEE L = E
5 6l dd?di.j. FAmn|/® |0 |10 (DU
N | DD VDL IT | | |- )
e =4 L TITEE da===|L |T |I
C| | T P05 |5 |5 |2
o U)" Q ('Q_EITI_I ST RIS TR Célnl_ll_n‘?c“fju EEI“ B vm U
SN X T L ‘yau ‘eig ‘QI ‘eIl MAW ‘lzalm | L s
nl = T L 22SIH ‘SIH ‘SIH SIH ‘SIH ‘QIH le (7) L |T
=| I|— L ‘SIH ‘SIH ‘SIH SIH ‘SIH ‘SIH Sl | m (I
C =t SIH HEIH ‘SIH SIH SIH HEIH SI K 0 |77
+ 0| wH ‘SIH ‘SIH ‘SIH ‘SIH ‘SIH ‘SIH ‘'SIH ¢ |Y
I TlH ‘QIM ‘QIM ‘QIU ‘QIU ‘QIU ‘iU ‘cid ‘ol —

Human-in-the-loop is the future

[Klie et al., 2020]
[Lee et al., 2020]

[Brantley et al., 2020]
[Simpson et al., 2019
[Dasgupta et al., 2019

[Radlinski et al., 2019
[Smith-Renner et al., 2020

[...]
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iInput

\_

Angela Lindvall is a model and

major fashion brand

she has represented almost every

_J

predicting
profession

I
( l¢
¢iOAO

lio!10
jjo1]0o1

|

Measuring Bias in Models

prediction
model

bias In data
correlation with gender
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iInput

Angela Lindvall is a model and

she has represented almost every

major fashion brand

_J

1.0

0.8

0.5

0.3

task performance

0.0

0.0

0.3 0.5 0.8 1.0

bias in model

Measuring Bias in Models

predicting

profession
+ 0] prediction bias in data
{CHER| model correlation with gender

IS my model biased?
probably yes

How to measure it?
representations

4
NEX ¢
pre-trained

- 10110
gender classifier jjo1]o1

gender label
female
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iInput

Angela Lindvall is a model and
she has represented almost every

major fashion brand

_J

\_
1.0
0, N
CCD 0.8
S
S 05 drops in task perf !
“'q:) ' but why?
o o
% 0.3
©
0.0
0.0 0.3 0.5 0.8 1.0

bias in model

predicting
profession

¢
N4
¢iOAO

29

O
or

prediction
model

iIs my model biased?
probably yes

[ How to measure it?
L representations

pre-trained
gender classifier |

I
( I¢
¢iOAO

10!10
01|01

|

gender label

&

e

Measuring Bias in Models

bias In data
correlation with gender

Debiasing

Adversarial training

[Zhang et al., 2018]
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iInput

Angela Lindvall is a model and

she has represented almost every

major fashion brand

_J

1.0

0.8

0.5

0.3

task performance

0.0

N
drops in task perf !
but why?
o
0.0 0.3 0.5 0.8 1.0

bias in model

predicting
profession

¢
N4
¢iOAO

29

O
or

prediction

mode 1

IS my model biased?
probably yes

R

How to measure it?

explanations

pre-trained
gender classifier |

¢
[l1
0

oo *

4
0.0

ol10
1|01

|

gender label

&

i ——

Measuring Bias in Models

bias In data
correlation with gender

Debiasing

Adversarial training

[Zhang et al., 2018]
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*Rationales are significant indicators from input for a model’s prediction

Measuring Bias In Rationales

biased (original) model debiased (adv) model
: Angela Lindvall model : A
she represented almost every
fashion brand major fashion brand
_ W, _ W,
prediction v, prediction

model fashion designer

83



*Rationales are significant indicators from input for a model’s prediction

Measuring Bias In Rationales

biased (original) model debiased (adv) model
~ | ~ )
Angela Lindvall model
she represented almost every
fashion brand major fashion brand
_ W, _ W,
prediction v, prediction
model fashion designer
How to fix?
« Intervening model
explanations

& B EMNLP InterFair: Debiasing with Natural Language Feedback for Fair Interpretable Predictions @ # Nema
dya’ 2022 Bodhisattwa Prasad Majumder*, Zexue He*, Julian McAuley RE )| FzoroceainG

————




*Rationales are significant indicators from input for a model’s prediction

Measuring Bias In Rationales

debiased (adv) model
4 R

biased (original) model

-
Angela Lindvall

model

she represented almost every
fashion brand major fashion brand
_ ), _ ),
prediction v, prediction
model fashion designer
X7
Q InteHr\(I);,\r/uJ:\ngz\(odel by adding back minimally biased tokens
” . s ™ Fair Debiasin
expla natl O nS $ [Caliskan et al., 2017; Sun et al., 2019]g
represented almost every g ]
: . S 08 '
major fashion brand = \
_ ) S os
8_ O
L < 03
prediction v 8
mode 1 00 03 05 08 10 85

bias in model




model
Angela

Lindvall

fashion
brand

she

major
represented
almost
every

has

and
IS
a

Token contribution for
predicting profession

she
Angela

Lindvall
model

fashion
brand

major
represented
almost
every

has

and
IS
a

Debiasing by Intervening Explanations

Token contribution for
predicting gender
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model
Angela

Lindvall

fashion
brand

she

major
represented
almost
every

has

and
IS
a

Token contribution for
predicting profession

she
Angela

Lindvall
model

fashion
brand

major
represented
almost
every

has

and
IS
a

Debiasing by Intervening Explanations

Token contribution for
predicting gender

penalize task contribution

what

If bias contribution is high

else no penalty

To promote

moderate-task and low-bias

important tokens

why

In place of

high-task and high-bias
important tokens
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Training for Debiasing Explanations

1.0
® L
m— : biased
0.8 Debiasing explanations model
) (only training) (full-text)
e
(4]
£
g 05
()
(o}
'
(7))
(4]
-+
0.3 [ ]
0.0
0.0 0.3 0.5 0.8 1.0

bias in model

38



Training for Debiasing Explanations

Input Prediction Task Rationales Bias Rationales

Angela Lindvall is a model and (frozen) Angela Lindvall model Angela Lindvall model

she has represented almost Classifier Model Q/ she
every major fashion brand

fashion brand

From a fixed pre-trained
D+;5 + gender classifier
1.0 "¢
e Name is not needed
. — e Word model is sufficient

08 Debiasing explanations ?:]%zeecl’
o _(only training) (full-text)
(@)
G
£
£ o5
3
§ aseline: @

rsa aining
0.3 a X J °
baseline:
lebiasing embed
black-k
0.0
0.0 0.3 0.5 0.8 1.0 89

bias in model



+(00)*

|

O

opR

Angela Lindvall is a model and
she has represented almost

Training for Debiasing Explanations

Input

(frozen)

Classifier

every major fashion brand

Prediction Task Rationales Bias Rationales

model Angela Lindvall model

she

Angela Lindvall

Model o/

fashion brand

From a fixed pre-trained
gender classifier

= —@
Debiasing explanations v
) _(only training) (full-text)
% 0.5
black-box e Debiasing is subjective to a user
ebiasing embed Can be better at teaching the model
0.0 00 03 0.5 0.8 1.0 7P

bias in model



$ .

oRr
O

oRr

o)
1

Input

Angela Lindvall is a model and
she has represented almost
every major fashion brand

(frozen)

Classifier

Prediction

Model Q/

Task Rationales

Angela Lindvall

model

Bias Rationales

Angela Lindvall model

she

fashion brand
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Input

Don’t use w: model
Don’t use any name

a

—~+  Angela Lindvall is a model and

+:9
T 1 she has represented almost

ol1
1]0 every major fashion brand

e+

1 o)
o) 1

\iger4=lg)

Classifier

Prediction

Update

Prediction

Fashion
Designer

X

Task Rationales

Update
Task Rationales

represented
every fashion brand

she

Bias Rationales

Reinstate
Bias Definition

fashion brand
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!

e

e + ey

oRr
O

oP |

o)
1

Input

Consider using w: model
Don’t use any name

Angela Lindvall is a model and
she has represented almost
every major fashion brand

\iger4=1g)

Classifier

Prediction

Update

Prediction

Model o/

Task Rationales

Update
Task Rationales

model
represented
every fashion brand

Bias Rationales

Redefine
Bias Definition

she

fashion brand
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InterFair

InterFair: Using User Feedback

|. Parse Feedback on Bias

ll. Update Bias Rationales

lll. Update Task Rationales
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InterFair: Using User Feedback

Assign High/Low/NA for each input token given bias and feedback.
Parsing as a  Input] Angela Lindvall is a model and she represented (...)

I b I_ :BlaS] Gender GPT'J/NGO
sequence labeling |[Feedback] Angela Lindvall isa woman’sname |
task [[Parse] High, High, NA, NA, NA, NA, NA, NA (.) 1D ]

. - |. Parse Feedback on Bias No parameter
'c—u update
LL | | l. Heuristic

. - 1. Update Bias Rationales similar to training penalty

O
d, ) Similar to dial Kk
o — o Majumder et ., 2022]
= - * Il. Gradi w
— lll. Update Task Rationales . Gradient KL(ﬁw )
based 11 I e
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InterFair

1.0

. : biased
0.8 Debiasing explanations nodel
(only training) (full-text)
O
O
C
©
S
£ 05
O
Q
'
m .
g8 baseline: @
adversarial training
03 black-box ®
baseline:
debiasing embed.
black-box
0.0
0.0 0.3 0.5 0.8

BioBias dataset

bias in model

1.0

@ User Study Setup 1:

Decrease bias
Maintain prediction

Results
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InterFair

1.0
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0.5
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InterFair
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InterFair
(gradient)

X

— : biased
Debiasing explanations model
(only training) (full-text)
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bias in model

@ User Study Setup 1:

Decrease bias
Maintain prediction

\ | /
~ -
-

/

User changes model
activations and maximizes
debiasing performance
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InterFair
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Decrease bias
Improve prediction

Results
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Results

InterFair

10 InterFai
(r?eff:isfi'(; L% @, User Study Setup 2:
Inter_Fair
(gradient)] @ g Decrease bias
— : biased Improve prediction
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S Task performance
[ e ® Increases beyond
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03 black-box ®
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debiasing embed. Q Effective teaching —
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>0 0.0 0.3 0.5 0.8 1.0 99
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Summary: Explanations + Interactions

Don’t use w: model
Don’t use any name

Consider using w: model
Don’t use any name
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Review

ARTIFICIAL INTELLIGENCE

Who's going to save us from bad Al?

@ Users!
[N

o
Controllability I3

No-memory — Generalization with user feedback?
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Generalizing with User Feedback

Bot

User

Agent recommends

[ I’m looking for a fantasy book|:

item with rationales

You might like Malice. It's a slow
fairy tale with twists.

N

User gives

[ | don’t really like fairy tales.Jl

J / feedback

Agent updates

recom.mendation How about The One and Future
parametric memory Witches? It’s a clever book with
magic and politics.

~

J

|
[ That sounds great, thanks.jl

~

Model Editing

Conversational Recommendation
Li, Majumder et al.
RecSys 2022

Selected in Highlights of ACM RecSys’22

Al2 Allen Institute for Al

@&« Aristo Teach

Aristo Teach Demo

|=]

|[]

L Which of these allows humans to walk around? (A) luck (B) glucose (C) magic (D)

sand

| think | know the answer!

Confidence: 71%

Sand allows humans to walk around. BECAUSE:
- Sand is a kind of ground cover.

- Ground cover allows humans to walk around.

New

R assert humans need energy to walk around

Action assert_belief performed. ® n ®

| tried again after you taught. Actually your feedback made me MORE
confident about my previous best answer.

Confidence: 83%

Glucose allows humans to walk around. BECAUSE:

- Glucose is used for energy by the body to walk around.

- If something is used for energy then that something allows that something
to walk around.

Confidence: 79%

Sand allows humans to walk around. BECAUSE:

- Sand is a kind of ground cover.

- Ground cover allows humans to walk around.

Current session: Bodhi (1)

Memory-based Architectures

Conversational Teaching

Majumder et al.
Aristo 2022

101



Adaptive Al

Cha

pter lll.

Interactions

| Improving Debiasing |
Performance with |

Natural Language

Feedback

Majumder et al.

EMNLP

& InterNLP 2022

Current Al

Next-generation Al

+ Q In

teractions
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Relevant, Trustworthy, and Adaptive Al

Epilogue

Next-generation Al (L
Current Al + Q Knowledge + Q Explanations + Q Interactions 105




Interactive
Explainability

Relevant

/e Post-hoc injection
7 Training-time augmentation
7« Personalized Knowledge

Trustworthy

/e Knowledge-grounded NLEs
7« Factual NLEs
/e Debiasing Explanations

Adaptive

7o Critiquable Explanations
7o Learning from Interactions
/e Post-hoc synthesis

2

&

rEq
AL O
Lod

&

Clarification for Knowledge
Domain-specific Knowledge

1 o

&

SRS

Reasoning in Explanations
Personalized Explanations

B s

&

w

Persisting User Feedback
Never-ending Learning

S —

W
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Machine Learning
Next-generation Al

Current Al + Q Knowledge + Q Explanations + Q Interactions

All men are mortal. Socrates is a man.
Therefore, Socrates is mortal.

CLIP Interrogator /ﬁ?

Want to figure out what a good prompt might be to create new images like an existing one?

~ The CLIP Interrogator is here to get you answers!

(4 image 2 X / /
YW @mbodhisattwa
Clear Submit SoX majumderb.com
Meet CLIP Interrogator, the rude Al that : : -
bullies people based on their selfies . k h SWece t Sarcdas t 1C SMi 1 e @
S SEi

% ZOZZW— —utm——T
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