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User Experience with Al Explanations
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Classifier

)

pours a dark amber color with decent head that does
not recede much . it’s a tad too dark to see the
carbonation , but fairs well . smells of roasted malts
and mouthfeel is quite strong in the sense that you
can get a good taste of it before you even swallow .

t

Rationale Extractor

)

pours a dark amber color with decent head that does
not recede much . it ’s a tad too dark to see the
carbonation , but fairs well . smells of roasted malts
and mouthfeel is quite strong in the sense that you
can get a good taste of it before you even swallow .

Bastings et al., 2020

by

{ hide all H show all ][

-
[personi] ][ [person2] ]-[ [person4] ]

‘ more objects » J

ps:

/jalammar.github.io/explainable-ai/

NN

Why is [person4jfl] pointing at
[person1§y]?

a) He is telling [ person3
the pancakes.

31 that [person1§§Y] ordered

b) He just told a joke.

c) He is feeling accusatory towards [person1].

d) He is giving [person1] directions.

Rationale: | think so because...

a) [person1ﬂ] has the pancakes in front of him.

b) [person4a] is taking everyone's order and asked for
clarification.

c) [personSEg] is looking at the pancakes both she and
[personzm] are smiling slightly.

d) [person3@] is delivering food to the table, and she
might not know whose order is whose.

Zellers et al., 2019




Rich Representation of Explanations

Q: how does
[person2] feel about
what[personl] Is
telling him?

Q: how does
[person2] feel about
what[personl] Is
telling him?

A: He’s concerned
and a little upset

A: He’s concerned
and a little upset

extractive

-
He is in shock thinking

to happen.

\—

~

something bad is about

_J

abstractive



Natural Language Explanations (NLESs)

4 R
Q: how does o o
[person2] feel about A: He’s concerned sl-cl)?nlztlhni :g%(;l;tizlr:sggt
what[personl] is and a little upset o happen.
telling him? . )
abstractive

« NLE should be fluent and consistent to the input
» NLE should accurate to explain the prediction
» NLE should be grounded in to world knowledge (aka commonsense)



Why do we need Commonsense?



Why do we need Commonsense?

Language Modeling:

Barrack’s wife is Hillary

he capital of India is the City

St. Louis is a city in the state of Oldham

Dialog Generation:

Bot: Today, | went to the central park with my dog.
User: | am not an animal lover.

Bot: Me too. | don’t have a pet.

Story Generation:
Harry shot Leo and tried to run away. The night was dark
and scary. (...) Harry invited Leo for dinner.




Why do we need Commonsense in NLESs?

Lack of commonsense grounding leaves models prone to
adversarial attacks

PREMISE: A guy 1n a red jacket is snowboarding in midair.

ORIGINAL HYPOTHESIS: A guy 1s outside in the snow. REVERSE HYPOTHESIS: The guy is outside.
PREDICTED LABEL: entailment PREDICTED LABEL: contradiction
ORIGINAL EXPLANATION: Snowboarding is done outside. REVERSE EXPLANATION: Snowboarding is not done outside.

Camburu et al., 2020

L &/
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Natural Language Inference

premise

premise

(Two men are competing in a bicycle racej (TWO men are competing in a bicycle racej

hypothesis
CPeopIe are riding bikes)

input g

hypothesis
CPeopIe are riding bikes)

extractive rationales (highlighted)

—_

label: entailment

-

~
Competing in a bicycle

race requires riding bikes
\_ _J

abstractive NLE

1



Natural Language Inference

premise premise .
_ T label: entailment
(Two men are competing in a bicycle racej (TWO men are competing in a bicycle racej - requires bikes
- requires riding bikes| [ )
hypothesis hypothesis - is a outdoor game race requires riding bikes
CPeopIe are riding bikes) CPGOING are riding bikes) ! J RN J
input — extractive rationales (highlighted) ——p commonsense ——P abstractive NLE

Extractive Rationales, Natural Language Explanations and Commonsense

12



Natural Language Inference

premise premise .
_ T label: entailment
(Two men are competing in a bicycle racej (TWO men are competing in a bicycle racej - requires bikes
- requires riding bikes| [ )
hypothesis hypothesis - is a outdoor game race requires riding bikes
CPeopIe are riding bikes) CPGOING are riding bikes) | J RN J
input — extractive rationales (highlighted) ——p commonsense ——P abstractive NLE

Extractive {{ationales, Natural Language & xplanations and C.ommonsense

13



Our Goals

How can we link extractive rationales to abstractive explanations?

How do we incorporate commonsense knowledge for more accurate
and sensible explanations?

How can we use commonsense knowledge as supporting evidence
behind the generated explanations?

14



Instance

Premise

A white dog with long
hair jumps to catch a
red and green toy.

Hypothesis

An animal is jumping to
catch an object.

Premise

Label

A

E
A

Previous Works

xplanation

A A

A A A

Hypothesis

predict-then-explain (Camburu etal., 2018)

Candidate Explanation
Generators

v

Goontradict

Gneutral

Gentail ’

Generated
explanations

Entailment explanation

A dog is an animal.

Contradiction explanation

A dog cannot be jumping to catch
a toy and object simultaneously.

Neutral explanation

The object may not be a toy.

. Explanation
' Processor
:
I
I .
— = A dog is an animal. PredICteq
| Explanation
|
I
I
: S ..‘i .."'-
| i lentail
N :

»
»

Step I: Generate Label-specific
candidate explanations

I
I
I
I
}
I
I
I
I

_,. |contradict Label
: Scores
Ineutral

Step II: Process explanations

to infer the task label

generate label-specific explanations, then choose the correct one

(Kumar et al., 2018)

Question: Why is person on the right pointing to the
person on the left?

Answer: He is telling the waitress that the person on the
| left ordered the pancakes.

Natural language rationale: The answer is true because
she is delivering food to the table and she doesn't know
whose order is whose.

Relations (semantics) Inferences (pragmatics)

waitress

l The waitress doesn't
know whose order is

person whose.

stacked steps Of f edature ex traction, selection, commonsense inf erence
(Marasovic” et al., 2018)

15



REXC

Input is passed to
Neural Rationale

Extractor £
premise C
( ™ Input
Two men are v
competing in a -—
L bicycle race "—;ﬁ
~ Neural g
hypothesis Rationale Z
Extractor o
People are P "E
riding bikes !




premise

(" )
Two men are

competing in a

L bicycle race )

hypothesis

People are
riding bikes

REXC

Input Selectors Zl-r

v

P

Neural
Rationale
Extractor

R

['HardKumaJ >

Rationale
Extraction

A series of binary

latent variables z; are
used to discretely
select parts of the
input as rationales

—— Kuma(0.5, 0.5, -0.1, 1.1)
--- Kuma(0.5, 0.5)

0.0

0.0

0.2

0.4 0.6 0.8 1.0

Bastings et al., 2020

L,
regularization
for sparsity

17



premise

(" )
Two men are

competing in a
L bicycle race )

hypothesis

People are
riding bikes

REXC

C )

- requires bikes

- requires riding bikes
- requires helmet

- IS a outdoor game

— J

Each lexical unit from
rationales are sent to the
commonsense module
F , that result in
knowledge snippets s,

: )
Input Selectors Zl-r Snippets Si
v 4 4
3 (Extractive
Neural g Rationales) /Commonsense
Rationale emb. (input) Knowledge
Extractor % "é put;) Module
R = r HK
L - X D
— _J
Rationale Commonsense
Extraction Grounding

18



premise

-

competing in a
L bicycle race

\
Two men are

J

hypothesis

(

People are
riding bikes

REXC

C )

- requires bikes

- requires riding bikes
- requires helmet

- IS a outdoor game

— J

Each lexical unit from
rationales are sent to the
commonsense module
F , that result in
knowledge snippets s,

~
Input Selectors Zl-r Snippets Si
v 4 4
3 (Extractive
Neural g Rationales) /Commonsense
Rationale emb. (input) Knowledge
Extractor % "é put;) Module
R = r HK
L - X D
_J
Rationale Commonsense
Extraction Grounding

The series of binary

latent variables zl.’” are
used as masks on the

embedded input

... and directly sent to a
generative commonsense

module &, mirroring the

modular approach



premise

F
Two men are

L bicycle race

competing in a

\

J

hypothesis

People are
riding bikes

J

REXC

C )

- requires riding bikes

— J

: k

Input  Selectors Zir Snippets S; Selectors 7
v 4 4 N ¢
< (Extractive <
Neural g Rationales) /Commonsense §
Rationale emb. (input) Knowledge Z
Extractor % "é put;) Module o
< <
R as z K =

- _ L__J
Rationale Commonsense Knowledge
Extraction Grounding Selection

Another series of HardKuma
variables are used to sample
from all knowledge snippets
generated. We operate on
their soft forms 3,

20



premise

(" )
Two men are

competing in a
L bicycle race )

hypothesis

People are
riding bikes

REXC

: k
Input  Selectors Zl-r Snippets S; Selectors 7, NLE
v 4 " 4
i ~ ) ) o )
< (Extractive < Z-k O s. Natural
Neural - Rationales) /Commonsense = l l atura
Rationale | 2 emb,(input )| Knowledge Z Selected Language
Extractor | == dIIPUL)T " Module % | (Supporting) Explainer
= O) = Knowledge ?
R = z K as
— _ __ -
Rationale Commonsense Knowledge NLE
Extraction Grounding Selection Generation
With the selected
knowledge
representations,

generator & generates
the NLE

21



premise

(" )
Two men are

competing in a
L bicycle race )

hypothesis

People are
riding bikes

REXC

. k B
Input Selectors Zl-r Snippets S; Selectors Zi NLE Output
v 4 " 4 4
o — ( B ) e N final [ B
4 (Extractive s Z-k OKY Natural hidden
Neural = Rationales) |Commonsense = l l atura state :
: = ) = Selected Language Predictor
Rationale | Z emb,(input ), Knowledge Z . ; —»
Extractor | °5 R{INPUL Module = (Supporting) Explainer P
= ©) = Knowledge ?
R T Zir K L
- _J L__J \_ y \ JJ
Rationale Commonsense Knowledge NLE Task
Extraction Grounding Selection Generation Prediction
The final hidden states
of NLE are directly

responsible for the
output prediction

22



premise

(" )
Two men are

competing in a
L bicycle race )

hypothesis

People are
riding bikes

REXC

. k B
Input Selectors Zl-r Snippets §; Selectors 7, NLE Output
v 4 " 4 4
- ~— o Y () / o N final [ R
S Extractive S : -

Neural s Igationales) Commonsense = 5 O o ";i';"ti" Predict
Rationale | 2 emb,(input)| Knowledge Z Selected Language —,, |Predictor
Extractor | °5 R{INPUL Module = (Supporting) Explainer P

= ©) = Knowledge ?
R T Zir K L
- _ L__J \_ y \ JJ
Rationale Commonsense Knowledge NLE Task
Extraction Grounding Selection Generation Prediction

label: entailment

NLE: Competing in
a bicycle race
requires riding bikes

Selected knowledge:
Bicycle race requires
riding bikes

23



Natural Language Tasks

Vision Language Tasks

»

4

P

Natural Language Inference

Commonsense Validation

Commonsense QA

Visual Entailment

Visual Commonsense
Reasoning

Tasks

premise (Two men are competing in a bicycle racej

hypothesis Ubeople are riding bikes]

A: Coffee stimulates people
B: Coffee depresses people

(Q: Where does a wild bird usually Iive?j

A: a) cage, b) sky, c) countryside, d)
desert, e) windowsill

| oGO
oo X

Hypothesis:
Some tennis
players pose

label
entailment

label
Bis invalid

label
sky

label
entailment

label

They areina
hospital room

24



60

45

30

15

B prev. SOTA

51.2

e-SNLI

Automatic Evaluation for NLEs

33.3

ComVE

30.3

COSe

B REXC

39.7

3/.8

e-SNLI-VE

53.2

VCR

RExC is better than fine-tuned

versions of pretrained language
models (BART, W'T5)

External commonsense is a useful
component for more accurate NLEs

Rationales are useful to gather more
relevant pieces of commonsense

25



Automatic Evaluation for NLEs

B REXC w/o KS B RExC
55 53.2
51 51.2
47.5 : .
Knowledge Selection is useful
compared to using all candidate
40 396 397 . o
snippets at once — it is more
339 333 interpretable and accurate
32.5
30.3
25

e-SNLI ComVE COSe e-SNLI-VE VCR



100

79

50

25

O

Human Evaluation for NLEs

™ Prev. SOTA RExC w/o KS

o1 937 941 96.3
82.7 o
72.5 72.3 -
627 223
53.9

RExC B REXC+ B Gold
e-ViL score!

74 74.5

II L 645 653| 67.2 678 67

e-SNLI ComVE

COSe e-SNLI-VE

27



Qualitative Analysis

Input Rationales  Output SOTA REXC KS Commonsense (z7 > 0.8)

" ;
> A: Coffee stimulates people Coffee does not Coﬁge conta!ns 1. Coffee contains caffeine
= coffee B caffeine and is a . .
o B: Coffee depresses people depress people . 2. Coffee is a stimulant
& popular stimulant
— Premise: A senior is waiting at the window dwich entail- A personis A person i.S waiting
Z of a restaurant that serves sandwiches. sanawiches, , waiting means a for sandwiches | 1 Sandwich is a food
© Hypothesis: A person waits to be served his ~ food MeNt  enior is waiting Means a person is
food. waiting for food
3 Q: Where dgeska wild bird “S‘%(aj”y(';"e' I sy Birdfliesinthe  Awild bird fliesin 1. Wild birdis free
O A: a) cage, b) sky, c) countryside, d) ' sky free sky 2. Bird flies in the sky

desert, e) windowsill

~ REXC is better-grounded
| with commonsense

| RExC-KS+ can provide
' E supporting evidence




Predictive Task Performance

Prev. SOTA [ Prev. SOTAw Expl [ RExC

100
Both external commonsense and
025 [ 2me NLEs positively influence the task
performance.
89
Beats all SOTA with explanation
77.5 II II -l models
70 SOTA for ComVE and SNLI-VE

SNLI ComVE SNLI-VE

4 4

29



Association between Labels and NLEs

In presence of
input noise,
both labels and
NLEs exhibit
similar
robustness

(dp)
7)100
O
= 75
<@
O
@ 50
(dp)
X 25
—~
3 0
<

@)

@)

Simulatability
W N
O O

A
O

O

5 10 15 20 25 30

o° of Gaussian

O

5 10 15 20 25 30

o2 of Gaussian

Accuracy

Simulatability

100

75

50

25

O 10 20

% occluded

O 10 20

% occluded

When we
occlude salient
tokens instead
of random, the
drop in quality
for prediction
and NLEs is
significant

30



What's more in RExC?

X

_ )
Input Selectors Zl-r Snippets S; Selectors Zik NLE Output
v 4 " 4 4
o — ( B ) e N final [ B
4 (Extractive s Zk OKY hidden
Neural = Rationales) |Commonsense = i l Natural state :
Rationale Q emb,(input ) Knowledge Q Selected _~ Langu_age Predictor
Extractor | =5 k : Module <5 | (Supporting) Explainer | —® P
= ©) —p = Knowledge
R |z Z’ H T G
% - _J L__J \_ y \ JJ
Rationale Commonsense Knowledge NLE Task
Extraction Grounding Selection o Generation Prediction

)
Selected Knowledge as NLEs:
zero-shot NLEs only using the
supervision from predictive task

31



Zero-shot RExC

W Prev. SOTA B REXC-ZS REXC
100 93.8
82.7 85.0
75 72.6 73.2 /44 .
o s, 677 Zero-shot selection of
56.3 knowledge snippets act
50 as strong NLE in human
evaluation, despite the
o5 lack in fluency
O

e-SNLI ComVE COSe e-SNLI-VE VCR

32



Summary

A unified framework to combine extractive and abstractive
explanations using external commonsense

Joint training of extractive rationales and abstractive NLEs is powerful

Generalization across modalities with SOTA on 5 commonsense
knowledge tasks in both NLP and vision

33



What'’s next: Interactive Explainability

premise premise 3

& ~
(Two men are competing in a bicycle racej (TWO men are competing in a bicycle racej - - requires bikes T

= - requires riding bikes| [ . )
hypothesis hypothesis 2 - is a outdoor game race requires riding bikes
CPeopIe are riding bikes) CPGOING are riding bikes) = i AN J

Two men can be
4 )

- considered as people |

refines explanation...

_ y

34



Self-supervised Training for Conversational
Recommenders with Justifications

Shuyang Li, Bodhisattwa Prasad Majumder, Julian McAuley
UC San Diego




Conversation with Justifications

Bot

User

[ I’'m looking for a fantasy book E

You might like Malice. It's a
slow fairy tale with twists.

~

J

[ | don’t really like fairy tales. g

How about The One and
Future Witches? It's a clever

<\book with magic and politics. y

~

{ That sounds great, thanks! }:

Justify suggestions made to the user

Update suggestions based on user
feedback about subjective aspects

Be able to train the model without
collecting expensive dialog traces

36



—>

Conversation with Justifications

————————————————————————————————————————————

(re-)scores candidate items . suggests top-scoring item . User accepts the suggestion . updates user preference
using user preference embedding and generates a justification or embedding via critique
T E Ty e User critiques an aspect from
: TﬁOH:)biit orie - “You might like The Eye of the the justification o . 0
The Last Unicorn World. It's a complex high C ﬂyg
Assassin’s Apprentice fantasy novel about politics” | ; 1 dont really care for politics” .

Jointly learn to recommend and justify, learning user representations that
disentangle a user’s latent preferences from their “observed” preferences (reviews)

Fine-tune our model using a bot-play framework built on harvested reviews

37




Predict-Justify-Critique

Malice

Recommending closest
item to the user embedding
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T

Spelled

Predict-Justify-Critique

Malice

* A critique updates user
Y CO (Dislikes slow) .
\ representation, hence the

\

%1 Y recommendation changes
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1

Predict-Justify-Critique

[t may require multiple
critiquing steps to reach
the final recommendation

T ‘~ ~~o_ Cl (Dislikes fairy tale) The One and

Spelled ]

T .. ® Future Witches

~~
Y
\\
==

~e, (target)
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ConvRecModel

-~ . ™
(ranking loss) . .
Recommendation From this point, one could
4 .
- - update the internal
~ — | lLatentitem | |\ om Rankin : :
ltem -» Representation 9 representations using (self)
Base RecSys | .
- >< — supervised bot-play
User - (BPR, PLRec ’ Latent User \' Justification
Representation Head or
fusion T (regression loss) v incorporate the critique with
0 [~ o inference-time update
Critique | (aspect reconstruction 10ss) - .
(1 wrong aspect) —p | Aspect Encoder

N\ p,
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Learning to Critique via Bot-play

At turn ¢,
/
Predict scores for item recommendation

>

Calculate loss for w.r.to the gold item (from evaluation set)

kSample item i, to recommend )

if i is the gold item, STOP
else

P .. ] :
Generate justification with aspect scores

Seeker critiques the justification
Seeker critiques the most popular aspect from the
justification, except those are in target item’s history

User latent representation is updated with new critique )




Learning to Critique via Bot-play

At turn ¢,
/
Predict scores for item recommendation

>

Calculate loss for w.r.to the gold item (from evaluation set)

kSample item i, to recommend

Y
if i is the gold item, STOP
else
# .. ] : )
Generate justification with aspect scores
Updates
o o , partial model
Informed Seeker critiques the justification parameters,
heuristic to Seeker critiques the most popular aspect from the hence
simulate — » justification, except those are in target item’s history memorizes
dialog
User latent representation is updated with new critique *
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(Alternative) Using Critique only during inference

At turn t,
r [ ) [ ) [ )
Predict scores for item recommendation

>

Calculate loss for w.r.to the gold item (from evaluation set)

Sample item i, to recommend

. )
if i is the gold item, STOP
else
Gradient- g S . . A
based updates Generate justification with aspect scores
works at - .. :
inference, but Seeker critiques the justification
doesn’t help Seeker critiques the most popular aspect from the
memorizing justification, except those are in target item’s history

4 Update only item ranking and justification to match new user preference,
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(Alternative) Using Critique only during inference

Back to the Future: Unsupervised Backprop-based Decoding for
Counterfactual and Abductive Commonsense Reasoning

Lianhui Qin'™* Vered Shwartz 1 Peter West ¥ Chandra Bhagavatula’
JenaD. Hwangf Ronan Le Bras? Antoine Bosselut ¥  Yejin Choi't

"Paul G. Allen School of Computer Science & Engineering. Unive of Washingtor
tAllen Institute for Artificial . . .
{lianhuiqg, pawest, 1 Unsupervised Enrichment of Persona-grounded Dialog
{vered, chandrab, jei with Background Stories

Bodhisattwa Prasad Majumder® Taylor Berg-Kirkpatrick®
Julian McAuley®* Harsh Jhamtani®
*Department of Computer Science and Engineering, UC San Diego
{bmajumde, tberg, jmcauley}@eng.ucsd.edu
¢School of Computer Science, Carnegie Mellon University
jharsh@cs.cmu.edu
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Evaluation

User Simulation User Study

Simulating 500 users with warm- 32 human users in cold-start Setting

start preferences

Turn-level annotation for response
Critiques are for random, popular, quality (with recommendation and
and most divergent aspects justifications)

Measures success rate and length Overall preference for the system
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Success Rate (%)

Session Length

Results

Higher success rates with shorter Bot-play fine-tuning improves
session lengths, critiquing helps target item ranking

-@®- UAC -4~ LLC-Score -- CE-VAE —®— PLRec-Bot

-9~ BAC -gp- LLC-Rank —¥— BPR-Bot -8~ Ablation (BPR)  -#¢- BPR-Bot -@- Ablation (PLRec) @~ PLRec-Bot
- Pop (Books) Random (Books) Diff (Books) L5 BOOKS s Beer 50 Music
12 - 16 -
<
:9’ 9 - 12 -
©
1 5 10 20 1 5 10 20 1 5 10 20 ‘f,‘,
S 6 8
¥ |
(Vp)
5 3 - 4
O 1 1 1 1 O 1 I I I O T T T T
1 5 10 20 1 5 10 20 1 5 10 20
N N N
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Useful

Informative

Adaptive

Would use

Results and Summary

No Bot-Play [ Ours

6/
79

R a5

64

N 75

47

N 60

O 30 60 90

In summary

We show that a bot-play framework can
be used without actually collecting
dialog traces

Bot-play improves multi-turn critiquing

Can extend to natural language
justifications and feedback for more
natural conversation
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Explanations with Commonsense and Interactions

Conceptual
Mappings with

World Knowledge

00 o0
[ /1
2 o 2 2 TH/I/NKING,
33 33 |
3
:: S‘;/ | FAST«\USLOW
b G ¢ b
T 7 7 7 i —
¥ 3 ¢ 9 |
9 9 9 9
DANIEL
KAHNEMAN

Natural Language
Feedback

{perception, intuition, reasoning} {perception, intuition, reasoning}
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Explanations with Commonsense and Interactions

4 Formalizing the framework for conversational

explanations

Exploring ways to ‘memorize’ and ‘inference-time
updates’ based on user feedback

Collecting synthetic and real datasets to support
conversations around explanations
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