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Explainability in AI
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https://jalammar.github.io/explainable-ai/



Explanations with Commonsense and Interactions
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Conceptual 
Mappings with 

World Knowledge

Natural Language 
Feedback {perception, intuition, reasoning}{perception, intuition, reasoning}



User Experience with AI Explanations

4

https://jalammar.github.io/explainable-ai/

Selvaraju et al., 2019

Bastings et al., 2020

Zellers et al., 2019



Rich Representation of Explanations
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Q: how does 
[person2] feel about 
what[person1] is 
telling him?

A: He’s concerned 
and a little upset

Q: how does 
[person2] feel about 
what[person1] is 
telling him?

A: He’s concerned 
and a little upset

He is in shock thinking 
something bad is about 

to happen.

abstractive

extractive



Natural Language Explanations (NLEs)
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Q: how does 
[person2] feel about 
what[person1] is 
telling him?

A: He’s concerned 
and a little upset

He is in shock thinking 
something bad is about 

to happen.

abstractive

• NLE should be fluent and consistent to the input 
• NLE should accurate to explain the prediction  
• NLE should be grounded in to world knowledge (aka commonsense)
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Why do we need Commonsense?
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Why do we need Commonsense?
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Why do we need Commonsense in NLEs?

Lack of commonsense grounding leaves models prone to 
adversarial attacks

🤔😀
Camburu et al., 2020



Rationale-Inspired Natural Language 
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input extractive rationales (highlighted) abstractive NLE

Natural Language Inference

Two men are competing in a bicycle race 

premise

People are riding bikes

hypothesis

Two men are competing in a bicycle race 

premise

People are riding bikes

hypothesis Competing in a bicycle 
race requires riding bikes

label: entailment
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- requires bikes 
- requires riding bikes 
- requires helmet 
- is a outdoor game

input extractive rationales (highlighted) commonsense abstractive NLE
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People are riding bikes

hypothesis Competing in a bicycle 
race requires riding bikes

Extractive Rationales, Natural Language Explanations and Commonsense
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Natural Language Inference

label: entailment



- requires bikes 
- requires riding bikes 
- requires helmet 
- is a outdoor game

input extractive rationales (highlighted) commonsense abstractive NLE

Two men are competing in a bicycle race 

premise

People are riding bikes

hypothesis

Two men are competing in a bicycle race 

premise

People are riding bikes

hypothesis Competing in a bicycle 
race requires riding bikes

Extractive Rationales, Natural Language Explanations and Commonsense
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Natural Language Inference

RExC

label: entailment
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Our Goals

• How can we link extractive rationales to abstractive explanations? 

• How do we incorporate commonsense knowledge for more accurate 
and sensible explanations? 

• How can we use commonsense knowledge as supporting evidence 
behind the generated explanations?
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Previous Works

predict-then-explain

generate label-specific explanations, then choose the correct one

stacked steps of feature extraction, selection, commonsense inference

(Camburu et al., 2018)

(Kumar et al., 2018)

(Marasovic´ et al., 2018)
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RExC

Input

Neural 
Rationale 
Extractor 

ℛ H
ar

dK
um

a
Two men are 

competing in a 
bicycle race 

premise

People are 
riding bikes

hypothesis

Input is passed to 
Neural Rationale 
Extractor ℛ
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RExC

Input

Neural 
Rationale 
Extractor 

ℛ H
ar

dK
um

a
Two men are 

competing in a 
bicycle race 

premise

People are 
riding bikes

hypothesis

A series of binary 
latent variables  are 
used to discretely 
select parts of the 
input as rationales

zr
i

 
regularization 

for sparsity

L1

Bastings et al., 2020

Selectors zr
i

Rationale 
Extraction
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RExC

Input

Neural 
Rationale 
Extractor 

ℛ H
ar

dK
um

a
Two men are 

competing in a 
bicycle race 

premise

People are 
riding bikes

hypothesis

Selectors zr
i

- requires bikes 
- requires riding bikes 
- requires helmet 
- is a outdoor game

Each lexical unit from 
rationales are sent to the 
commonsense module 

, that result in 
knowledge snippets 
𝒦

si

Snippets si

Commonsense 
Knowledge 

Module 

𝒦

(Extractive  
Rationales)
embk(inputi)

⊙
zr
i

Rationale 
Extraction

Commonsense 
Grounding
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RExC

Input

Neural 
Rationale 
Extractor 

ℛ H
ar

dK
um

a
Two men are 

competing in a 
bicycle race 

premise

People are 
riding bikes

hypothesis

Selectors zr
i

- requires bikes 
- requires riding bikes 
- requires helmet 
- is a outdoor game

Each lexical unit from 
rationales are sent to the 
commonsense module 

, that result in 
knowledge snippets 
𝒦

si

Snippets si

Commonsense 
Knowledge 

Module 

𝒦

(Extractive  
Rationales)
embk(inputi)

⊙
zr
i

Rationale 
Extraction

Commonsense 
Grounding

The series of binary 
latent variables  are 
used as masks on the 
embedded input

zr
i

… and directly sent to a 
generative commonsense 
module , mirroring the 
modular approach

𝒦



- requires bikes 
- requires riding bikes 
- requires helmet 
- is a outdoor game
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RExC

Input

Neural 
Rationale 
Extractor 

ℛ H
ar

dK
um

a
Two men are 

competing in a 
bicycle race 

premise

People are 
riding bikes

hypothesis

Selectors zr
i Snippets si

Commonsense 
Knowledge 

Module 

𝒦

(Extractive  
Rationales)
embk(inputi)

⊙
zr
i

Rationale 
Extraction

Commonsense 
Grounding

Another series of HardKuma 
variables are used to sample 
from all knowledge snippets 
generated. We operate on 
their soft forms s̃i

Knowledge 
Selection

H
ar

dK
um

a

Selectors zk
i
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RExC

Input

Neural 
Rationale 
Extractor 

ℛ H
ar

dK
um

a
Two men are 

competing in a 
bicycle race 

premise

People are 
riding bikes

hypothesis

Selectors zr
i Snippets si

Commonsense 
Knowledge 

Module 

𝒦

(Extractive  
Rationales)
embk(inputi)

⊙
zr
i

Rationale 
Extraction

Commonsense 
Grounding

Knowledge 
Selection

H
ar

dK
um

a

Selectors zk
i

With the selected 
knowledge 
representations, 
generator  generates 
the NLE

𝒢

Natural 
Language 
Explainer 

𝒢

NLE

zk
i ⊙ si

Selected 
(Supporting) 
Knowledge

NLE 
Generation
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RExC

Input

Neural 
Rationale 
Extractor 

ℛ H
ar

dK
um

a
Two men are 

competing in a 
bicycle race 

premise

People are 
riding bikes

hypothesis

Selectors zr
i Snippets si

Commonsense 
Knowledge 

Module 

𝒦

(Extractive  
Rationales)
embk(inputi)

⊙
zr
i

Rationale 
Extraction

Commonsense 
Grounding

Knowledge 
Selection

H
ar

dK
um

a

Selectors zk
i

Natural 
Language 
Explainer 

𝒢

NLE

zk
i ⊙ si

Selected 
(Supporting) 
Knowledge

NLE 
Generation

Output

Predictor 

𝒫

Task  
Prediction

final 
hidden 
state

The final hidden states 
of NLE are directly 
responsible for the 
output prediction
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RExC

Knowledge 
Selection

Input Selectors zr
i

Natural 
Language 
Explainer 

𝒢

Snippets si NLE

H
ar

dK
um

a zk
i ⊙ si

Selected 
(Supporting) 
Knowledge

Selectors zk
i

Rationale 
Extraction

Output

Commonsense 
Grounding

NLE 
Generation

Commonsense 
Knowledge 

Module 

𝒦

Neural 
Rationale 
Extractor 

ℛ H
ar

dK
um

a (Extractive  
Rationales)
embk(inputi)

⊙
zr
i

Predictor 

𝒫

Task  
Prediction

final 
hidden 
state

Two men are 
competing in a 

bicycle race 

premise

People are 
riding bikes

hypothesis

label: entailment

Selected knowledge: 
Bicycle race requires 
riding bikes

NLE: Competing in 
a bicycle race 
requires riding bikes
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Tasks

Natural Language Inference

Commonsense Validation

Commonsense QA

Visual Entailment

Visual Commonsense 
Reasoning

A: Coffee stimulates people
B: Coffee depresses people

Two men are competing in a bicycle race premise

People are riding bikeshypothesis
label 

entailment

label 
B is invalid

A: a) cage, b) sky, c) countryside, d) 
desert, e) windowsill

Q: Where does a wild bird usually live? label 
sky

Hypothesis: 
Some tennis 
players pose

label 
entailment

Q: What is the place?
label 

They are in a 
hospital room

N
at

ur
al

 L
an

gu
ag

e 
Ta

sk
s

Vi
si

on
 L

an
gu

ag
e 

Ta
sk

s
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Automatic Evaluation for NLEs

0

15

30

45

60

e-SNLI ComVE COSe e-SNLI-VE VCR

53.2

39.7

30.3
33.3

51.2

45.6

37.8

22.4
27

42.3

Prev. SOTA RExC
RExC is better than fine-tuned 
versions of pretrained language 
models (BART, WT5) 

External commonsense is a useful 
component for more accurate NLEs  

Rationales are useful to gather more 
relevant pieces of commonsense
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Automatic Evaluation for NLEs

25

32.5

40

47.5

55

e-SNLI ComVE COSe e-SNLI-VE VCR

53.2

39.7

30.3

33.3

51.2 51.3

39.6

27.8

33.2

51

RExC w/o KS RExC

Knowledge Selection is useful 
compared to using all candidate 
snippets at once — it is more 
interpretable and accurate
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Human Evaluation for NLEs
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100

e-SNLI ComVE COSe e-SNLI-VE VCR

94.1

79.3

72.2

79.3

96.3

6765.3

74.572.3

94.1

67.8
64.5

7472.5

93.7

67.2
62.3

70.2
65.3

91.6

59.357.9
53.9
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82.7

Prev. SOTA RExC w/o KS RExC RExC+ Gold

e-ViL score!
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Qualitative Analysis

A: Coffee stimulates people
B: Coffee depresses people

B Coffee does not 
depress people

Coffee contains 
caffeine and is a 
popular stimulant

1. Coffee contains caffeine 
2. Coffee is a stimulant

Input Output SOTA REXC KS Commonsense (zg
i > 0.8)

C
om

VE

Rationales

coffee

Premise: A senior is waiting at the window 
of a restaurant that serves sandwiches.
Hypothesis: A person waits to be served his 
food.

entail- 
ment

A person is 
waiting means a 
senior is waiting

A person is waiting 
for sandwiches 
means a person is 
waiting for food

1. Sandwich is a food

e-
SN

LI sandwiches, 
food

Q: Where does a wild bird usually live?
A: a) cage, b) sky, c) countryside, d) 
desert, e) windowsill

sky Bird flies in the 
sky

A wild bird flies in 
free sky

1. Wild bird is free 
2. Bird flies in the skyC

O
Se wild, bird

Sparse rationales SOTA lacks commonsense
RExC is better-grounded 

with commonsense
RExC-KS+ can provide 

supporting evidence
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Predictive Task Performance

70

77.5

85

92.5

100

SNLI ComVE CQA SNLI-VE VCR

79.879.5

83.5

97.1

92.9

72

77.1

82.7

96.2

92.3

81.6

78.9

83.7

97

93.1

Prev. SOTA Prev. SOTA w Expl RExC

Both external commonsense and 
NLEs positively influence the task 
performance. 

Beats all SOTA with explanation 
models 

SOTA for ComVE and SNLI-VE

🏆 🏆



30

Association between Labels and NLEs
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In presence of 
input noise, 

both labels and 
NLEs exhibit 

similar 
robustness

When we 
occlude salient 
tokens instead 
of random, the 
drop in quality 
for prediction 
and NLEs is 
significant
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What’s more in RExC?

Knowledge 
Selection

Input Selectors zr
i

Natural 
Language 
Explainer 

𝒢

Snippets si NLE

H
ar

dK
um

a zk
i ⊙ si

Selected 
(Supporting) 
Knowledge

Selectors zk
i

Rationale 
Extraction

Output

Commonsense 
Grounding

NLE 
Generation

Commonsense 
Knowledge 

Module 

𝒦

Neural 
Rationale 
Extractor 

ℛ H
ar

dK
um

a (Extractive  
Rationales)
embk(inputi)

⊙
zr
i

Predictor 

𝒫

Task  
Prediction

final 
hidden 
state

❌ ✔

Selected Knowledge as NLEs:  
zero-shot NLEs only using the 
supervision from predictive task

🚰
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Zero-shot RExC
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67.765.3
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93.8

65.2
60.7

73.2

56.3

85.6

62.1
59.3

63.1

47.7

82.7

Prev. SOTA RExC-ZS RExC

Zero-shot selection of 
knowledge snippets act 
as strong NLE in human 
evaluation, despite the 
lack in fluency
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Summary

• A unified framework to combine extractive and abstractive 
explanations using external commonsense  

• Joint training of extractive rationales and abstractive NLEs is powerful 

• Generalization across modalities with SOTA on 5 commonsense 
knowledge tasks in both NLP and vision
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What’s next: Interactive Explainability

- requires bikes 
- requires riding bikes 
- requires helmet 
- is a outdoor game

Two men are competing in a bicycle race 

premise

People are riding bikes

hypothesis

Two men are competing in a bicycle race 

premise

People are riding bikes

hypothesis Competing in a bicycle 
race requires riding bikes

label: entailm
ent

Two men can be 
considered as people

refines explanation…



Self-supervised Training for Conversational 
Recommenders with Justifications

Shuyang Li, Bodhisattwa Prasad Majumder, Julian McAuley 

UC San Diego
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Conversation with Justifications

Justify suggestions made to the user 

Update suggestions based on user 
feedback about subjective aspects 

Be able to train the model without 
collecting expensive dialog traces 
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Conversation with Justifications

Jointly learn to recommend and justify, learning user representations that 
disentangle a user’s latent preferences from their “observed” preferences (reviews) 

Fine-tune our model using a bot-play framework built on harvested reviews
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Predict-Justify-Critique

Recommending closest 
item to the user embedding
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Predict-Justify-Critique

A critique updates user 
representation, hence the 
recommendation changes
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Predict-Justify-Critique

It may require multiple 
critiquing steps to reach 
the final recommendation
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ConvRec Model

Base RecSys  

(BPR, PLRec)

Latent Item 
Representation

Latent User 
Representation

Item Ranking

Justification 
Head

Justification

Aspect EncoderCritique  
(1 wrong aspect)

Recommendation

(aspect reconstruction loss)

(ranking loss)

Item

User

fusion

From this point, one could 
update the internal 
representations using (self ) 
supervised bot-play  

or  

incorporate the critique with 
inference-time update.

(regression loss)
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Learning to Critique via Bot-play
At turn t,

Predict scores for item recommendation
Calculate loss for w.r.to the gold item (from evaluation set)
Sample item i, to recommend

if i is the gold item, STOP
else

Generate justification with aspect scores

Seeker critiques the justification 
Seeker critiques the most popular aspect from the 
justification, except those are in target item’s history

User latent representation is updated with new critique
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Learning to Critique via Bot-play
At turn t,

Predict scores for item recommendation
Calculate loss for w.r.to the gold item (from evaluation set)
Sample item i, to recommend

if i is the gold item, STOP
else

Generate justification with aspect scores

Seeker critiques the justification 
Seeker critiques the most popular aspect from the 
justification, except those are in target item’s history

User latent representation is updated with new critique

Informed 
heuristic to 

simulate 
dialog

Updates 
partial model 
parameters, 

hence 
memorizes
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(Alternative) Using Critique only during inference
At turn t,

Predict scores for item recommendation
Calculate loss for w.r.to the gold item (from evaluation set)
Sample item i, to recommend

if i is the gold item, STOP
else

Generate justification with aspect scores

Seeker critiques the justification 
Seeker critiques the most popular aspect from the 
justification, except those are in target item’s history

Update only item ranking and justification to match new user preference 

Gradient-
based updates 

works at 
inference, but 
doesn’t help 
memorizing
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(Alternative) Using Critique only during inference
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Evaluation

User Simulation 

Simulating 500 users with warm-
start preferences 

Critiques are for random, popular, 
and most divergent aspects 

Measures success rate and length

User Study 

32 human users in cold-start setting 

Turn-level annotation for response 
quality (with recommendation and 
justifications) 

Overall preference for the system
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Results
Higher success rates with shorter 

session lengths, critiquing helps 
Bot-play fine-tuning improves 

target item ranking



48

Results and Summary

Useful

Informative

Adaptive

Would use

0 30 60 90

69

78

88

79

41

64

75

67

No Bot-Play Ours In summary 

We show that a bot-play framework can 
be used without actually collecting 
dialog traces 

Bot-play improves multi-turn critiquing 

Can extend to natural language 
justifications and feedback for more 
natural conversation
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Conceptual 
Mappings with 

World Knowledge

Natural Language 
Feedback {perception, intuition, reasoning}{perception, intuition, reasoning}



Explanations with Commonsense and Interactions
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Conceptual 
Mappings with 

World Knowledge

Natural Language 
Feedback {perception, intuition, reasoning}{perception, intuition, reasoning}

Formalizing the framework for conversational 
explanations 

Exploring ways to ‘memorize’ and ‘inference-time 
updates’ based on user feedback 

Collecting synthetic and real datasets to support 
conversations around explanations
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